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RECONSTRUCTION OF A RECORDED
SOUND FIELD

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority from and is a national stage
filing under 35 U.S.C. 371 of International Application PCT/
AU2010/001312 filed Oct. 6, 2010, which claims priority
from Australian Application Number 2009904871 filed Oct.
7, 2009. The entire teachings of the referenced applications
are incorporated herein by reference. International Applica-
tion PCT/AU2010/001312 was published as WO 2011/
041834 Al.

FIELD

The present disclosure relates, generally, to reconstruction
of'arecorded sound field and, more particularly, to equipment
for, and a method of, recording and then reconstructing a
sound field using techniques related to at least one of com-
pressive sensing and independent component analysis.

BACKGROUND

Various means exist for recording and then reproducing a
sound field using microphones and loudspeakers (or head-
phones). The focus of this disclosure is accurate sound field
reconstruction and/or reproduction compared with artistic
sound field reproduction where creative modifications are
allowed. Currently, there are two primary and state-of-the-art
techniques used for accurately recording and reproducing a
sound field: higher order ambisonics (HOA) and wave-field
synthesis (WFS). The WFS technique generally requires a
spot microphone for each sound source. In addition, the loca-
tion of each sound source must be determined and recorded.
The recording from each spot microphone is then rendered
using the mathematical machinery of WFS. Sometimes spot
microphones are not available for each sound source or spot
microphones may not be convenient to use. In such cases, one
generally uses a more compact microphone array such as a
linear, circular, or spherical array. Currently, the best avail-
able technique for reconstructing a sound field from a com-
pact microphone array is HOA. However, HOA suffers from
two major problems: (1) a small sweet spot and (2) degrada-
tion in the reconstruction when the mathematical system is
under-constrained (for example, when too many loudspeak-
ers are used). The small sweet spot phenomenon refers to the
fact that the sound field is only accurate for a small region of
space.

Several terms relating to this disclosure are defined below.

“Reconstructing a sound field” refers, in addition to repro-
ducing a recorded sound field, to using a set of analysis
plane-wave directions to determine a set of plane-wave
source signals and their associated source directions. Typi-
cally, analysis is done in association with a dense set of
plane-wave source directions to obtain a vector, g, of plane-
wave source signals in which each entry of g is clearly
matched to an associated source direction.

“Head-related transfer functions” (HRTFs) or “Head-re-
lated impulse responses” (HRIRs) refer to transfer functions
that mathematically specify the directional acoustic proper-
ties of the human auditory periphery including the outer ear,
head, shoulders, and torso as a linear system. HRTFs express
the transfer functions in the frequency domain and HRIRs
express the transfer functions in the time domain.
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“HOA-domain” and “HOA-domain Fourier Expansion”
refer to any mathematical basis set that may be used for
analysis and synthesis for Higher Order Ambisonics such as
the Fourier-Bessel system, circular harmonics, and so forth.
Signals can be expressed in terms of their components based
on their expansion in the HOA-domain mathematical basis
set. When signals are expressed in terms of these components,
it is said that the signals are expressed in the “HOA-domain”.
Signals in the HOA-domain can be represented in both the
frequency and time domain in a manner similar to other
signals.

“HOA” refers to Higher Order Ambisonics which is a
general term encompassing sound field representation and
manipulation in the HOA-domain.

“Compressive Sampling” or “Compressed Sensing” or
“Compressive Sensing” all refer to a set of techniques that
analyse signals in a sparse domain (defined below).

“Sparsity Domain” or “Sparse Domain” is a compressive
sampling term that refers to the fact that a vector of sampled
observations y can be written as a matrix-vector product, e.g.,
as:

y=%x

where W is a basis of elementary functions and nearly all
coefficient in x are null. If S coefficients in x are non-null, we
say the observed phenomenon is S-sparse in the sparsity
domain W.

The function “pinv” refers to a pseudo-inverse, a regu-
larised pseudo-inverse or a Moore-Penrose inverse of a
matrix.

The L1-norm of a vector x is denoted ||x||, and is given by

llly = D il
i

The L.2-norm of a vector x is denoted by ||x||, and is given by

lldly = [ 21l
7

The L1-L.2 norm of a matrix A is denoted by ||A|;_, and is
given by:

(4]l =l

where

is the i-th element ofu, and A[j, j] is the element in the i-th row
and j-th column of A.

“ICA” is Independent Component Analysis which is a
mathematical method that provides, for example, a means to
estimate a mixing matrix and an unmixing matrix for a given
set of mixed signals. It also provides a set of separated source
signals for the set of mixed signals.

The “sparsity” of a recorded sound field provides a mea-
sure of the extent to which a small number of sources domi-
nate the sound field.

“Dominant components” of a vector or matrix refer to
components of the vector or matrix that are much larger in
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relative value than some of the other components. For
example, for a vector X, we can measure the relative value of
component x; compared to x; by computing the ratio

Xi

A

or the logarithm or the ratio, log

&)

If the ratio or log-ratio exceeds some particular threshold
value, say 0,,, X, may be considered a dominant component
compared to X;.

“Cleaning a vector or matrix” refers to searching for domi-
nant components (as defined above) in the vector or matrix
and then modifying the vector or matrix by removing or
setting to zero some of its components which are not domi-
nant components.

“Reducing a matrix M” refers to an operation that may
remove columns of M that contain all zeros and/or an opera-
tion that may remove columns that do not have a Dominant
Component. Instead, “Reducing a matrix M” may refer to
removing columns of the matrix M depending on some vector
X. In this case, the columns of the matrix M that do not
correspond to Dominant Components of the vector x are
removed. Still further, “Reducing a matrix M” may refer to
removing columns of the matrix M depending on some other
matrix N. In this case, the columns of the matrix M must
correspond somehow to the columns or rows of the matrix N.
When there is this correspondence, “Reducing the matrix M”
refers to removing the columns of the matrix M that corre-
spond to columns or rows of the matrix N which do not have
a Dominant Component.

“Expanding a matrix M” refers to an operation that may
insert into the matrix M a set of columns that contains all
zeros. An example of when such an operation may be required
is when the columns of matrix M correspond to a smaller set
of'basis functions and it is required to express the matrix M in
a manner that is suited to a larger set of basis functions.

“Expanding a vector of time signals x(t)” refers to an
operation that may insert into the vector of time signals x(t),
signals that contain all zeros. An example of when such an
operation may be required is when the entries of x(t) corre-
spond to time signals that match a smaller set of basis func-
tions and it is required to express the vector of time signals
X(t) in a manner that is suited to a larger set of basis functions.

“FFT” means a Fast Fourier Transform.

“IFFT” means an Inverse Fast Fourier Transform.

A “baffled spherical microphone array” refers to a spheri-
cal array of microphones which are mounted on a rigid baffle,
such as a solid sphere. This is in contrast to an open spherical
array of microphones which does not have a baftle.

Several notations related to this disclosure are described
below:

Time domain and frequency domain vectors are sometimes
expressed using the following notation: A vector of time
domain signals is written as x(t). In the frequency domain,
this vector is written as x. In other words, x is the FFT of x(t).
To avoid confusion with this notation, all vectors of time
signals are explicitly written out as x(t).
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Matrices and vectors are expressed using bold-type. Matri-
ces are expressed using capital letters in bold-type and vectors
are expressed using lower-case letters in bold-type.

A matrix of filters is expressed using a capital letter with
bold-type and with an explicit time component such as M(t)
when expressed in the time domain or with an explicit fre-
quency component such as M(w) when expressed in the fre-
quency domain. For the remainder of this definition we
assume that the matrix of filters is expressed in the time
domain. Each entry of the matrix is then itself a finite impulse
response filter. The column index of the matrix M(t) is an
index that corresponds to the index of some vector of time
signals that is to be filtered by the matrix. The row index ofthe
matrix M(t) corresponds to the index of the group of output
signals. As a matrix of filters operates on a vector of time
signals, the “multiplication operator” is the convolution
operator described in more detail below.

“® ” is a mathematical operator which denotes convolu-
tion. It may be used to express convolution of a matrix of
filters (represented as a general matrix) with a vector of time
signals. For example, y(t)=M(t)® x(t) represents the convo-
Iution of the matrix of filters M(t) with the corresponding
vector of time signals in x(t). Each entry of M(t) is a filter and
the entries running along each column of M(t) correspond to
the time signals contained in the vector of time signals x(t).
The filters running along each row of M(t) correspond to the
different time signals in the vector of output signals y(t). As a
concrete example, X(t) may correspond to a set of microphone
signals, while y(t) may correspond to a set of HOA-domain
time signals. In this case, the equation y(t)=M()® x(t) indi-
cates that the microphone signals are filtered with a set of
filters given by each row of M(t) and then added together to
give a time signal corresponding to one of the HOA-domain
component signals in y(t).

Flow charts of signal processing operations are expressed
using numbers to indicate a particular step number and letters
to indicate one of several different operational paths. Thus,
for example, Step 1.A.2.B.1 indicates that in the first step,
there is an alternative operational path A, which has a second
step, which has an alternative operational path B, which has a
first step.

SUMMARY

In a first aspect there is provided equipment for recon-
structing a recorded sound field, the equipment including

a sensing arrangement for measuring the sound field to
obtain recorded data; and

a signal processing module in communication with the
sensing arrangement and which processes the recorded data
for the purposes of at least one of (a) estimating the sparsity of
the recorded sound field and (b) obtaining plane-wave signals
and their associated source directions to enable the recorded
sound field to be reconstructed.

The sensing arrangement may comprise a microphone
array. The microphone array may be one of a baffled array and
an open spherical microphone array.

The signal processing module may be configured to esti-
mate the sparsity of the recorded data according to the method
of one of aspects three and four below.

Further, the signal processing module may be configured to
analyse the recorded sound field, using the methods of aspects
five to seven below, to obtain a set of plane-wave signals that
separate the sources in the sound field and identify the source
locations and allow the sound field to be reconstructed.

The signal processing module may be configured to
modify the set of plane-wave signals to reduce unwanted



US 9,113,281 B2

5

artifacts such as reverberations and/or unwanted sound
sources. To reduce reverberations, the signal processing mod-
ule may reduce the signal values of some of the signals in the
plane-wave signals. To separate sound sources in the sound
field reconstruction so that the unwanted sound sources can
be reduced, the signal processing module may be operative to
set to zero some of the signals in the set of plane-wave signals.

The equipment may include a playback device for playing
back the reconstructed sound field. The playback device may
be one of a loudspeaker array and headphones. The signal
processing module may be operative to modify the recorded
data depending on which playback device is to be used for
playing back the reconstructed sound field.

In a second aspect, there is provided, a method of recon-
structing a recorded sound field, the method including

analysing recorded data in a sparse domain using one of a
time domain technique and a frequency domain technique;
and

obtaining plane-wave signals and their associated source
directions generated from the selected technique to enable the
recorded sound field to be reconstructed.

The method may include recording a time frame of audio of
the sound field to obtain the recorded data in the form of a set
of signals, s,,.(t), using an acoustic sensing arrangement.
Preferably, the acoustic sensing arrangement comprises a
microphone array. The microphone array may be a baffled or
open spherical microphone array.

In a third aspect, the method may include estimating the
sparsity of the recorded sound field by applying ICA in an
HOA-domain to calculate the sparsity of the recorded sound
field.

The method may include analysing the recorded sound
field in the HOA domain to obtain a vector of HOA-domain
time signals, b,(t), and computing from b, ,(t) a mixing
matrix, M,.,, using signal processing techniques. The
method may include using instantaneous Independent Com-
ponent Analysis as the signal processing technique.

The method may include projecting the mixing matrix,
M, 4, on the HOA direction vectors associated with a set of
plane-wave basis directions by computing V.=
Y pw-rroa i Where Y 1., 11,7 is the transpose (Hermitian
conjugate) of the real-value (complex-valued) HOA direction
matrix associated with the plane-wave basis directions and
the hat-operator on SAKPZW_ o4 indicates it has been truncated
to an HOA-order M.

The method may include estimating the sparsity, S, of the
recorded data by first determining the number, N,,..., of
dominant plane-wave directions represented by V| and
then computing

source

P Nxource’
Nppw

where N,,;,, is the number of analysis plane-wave basis direc-
tions.

In a fourth aspect, the method may include estimating the
sparsity of the recorded sound field by analysing recorded
data using compressed sensing or convex optimization tech-
niques to calculate the sparsity of the recorded sound field.

The method may include analysing the recorded sound
field in the HOA domain to obtain a vector of HOA-domain
time signals, b,,(t), and sampling the vector of HOA-do-
main time signals over a given time frame, L, to obtain a
collection of time samples at time instances t, to t,, to obtain
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6
a set of HOA-domain vectors at each time instant: b,,(t,),
bro4(ts), - - - byo,(ty) expressed as a matrix, B, by:

Broa=[buo4t)buos(8) - - - bpostn)]-

The method may include applying singular value decom-
position to B, to obtain a matrix decomposition:

Byo =USVY.

The method may include forming a matrix S, .., by
keeping only the first m columns of S, where m is the number
of rows of B, , and forming a matrix, Q, given by

Q=US,

reduced”

The method may include solving the following convex
programming problem for a matrix I":

minimize [T ,z>

subject to [|¥,,,, -z os€,

where Y,,,, is the matrix(truncated to a high spherical har-
monic order) whose columns are the values of the spherical
harmonic functions for the set of directions corresponding to
some set of analysis plane waves, and

€, is a non-negative real number.

The method may include obtaining G,,,, from I using:

G =TV

where V7 is obtained from the matrix decomposition of B .
The method may include obtaining an unmixing matrix,
I1,, for the L-th time frame, by calculating:

II,=(1-o)II; _+alpim(Q),

where;
1, , is an unmixing matrix for the [.-1 time frame,
a is a forgetting factor such that O=a<1.
The method may include obtaining G

plw-smooth

using:

Gplwfsmooth:HLBHOA'

The method may include obtaining the vector of plane-
wave signals, g, (t), from the collection of plane-wave
time samples, G, suo0m USing standard overlap-add tech-
niques. Instead when obtaining the vector of plane-wave sig-
nals g, (1), the method may include obtaining, g, (1),
from the collection of plane-wave time samples, G,,,,,, with-
out smoothing using standard overlap-add techniques.

The method may include estimating the sparsity of the
recorded data by first computing the number, N, ., of domi-

nant components of g,,;,, .(t) and then computing

where N, is the number of analysis plane-wave basis direc-
tions.

In a fifth aspect the method may include reconstructing the
recorded sound field, using frequency-domain techniques to
analyse the recorded data in the sparse domain; and obtaining
the plane-wave signals from the frequency-domain tech-
niques to enable the recorded sound field to be reconstructed.

The method may include transforming the set of signals,
$,ie(D), to the frequency domain using an FFT to obtain s,,,,..

The method may include analysing the recorded sound
field in the frequency domain using plane-wave analysis to
produce a vector of plane-wave amplitudes, g, .

In a first embodiment of the fifth aspect, the method may
include conducting the plane-wave analysis of the recorded
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sound field by solving the following convex programming
problem for the vector of plane-wave amplitudes, g ,,, .:

minimise ||gplw—cx||1

”Tplw/micgplw,m - Smic||2

subject to <&
llsmicll2
where:
Ty twimic 18 @ transfer matrix between plane-waves and the
microphones,

S, 18 the set of signals recorded by the microphone array,
and

€, is a non-negative real number.

In a second embodiment of the fifth aspect, the method may
include conducting the plane-wave analysis of the recorded
sound field by solving the following convex programming
problem for the vector of plane-wave amplitudes, g, .:

minimise ||gplwrm||1

subject to —”Tplw,micgplwrm _SmiC”z =g

[ISmicll2

(18 s = PirA Totprion oron|| )

and to <&

[lpinv(T pswyrioa Yoroall,

where:

T usmac 18 @ transfer matrix between the plane-waves and
the microphones,

S, 18 the set of signals recorded by the microphone array,
and

€, is a non-negative real number,

T, swizr04 18 @ transfer matrix between the plane-waves and
the HOA-domain Fourier expansion,

b0, 15 a set of HOA-domain Fourier coefficients given by
br04= vicizroaSmie Where T,. .o, is a transfer matrix
between the microphones and the HOA-domain Fourier
expansion, and

€, is a non-negative real number.

In a third embodiment of the fifth aspect, the method may
include conducting the plane-wave analysis of the recorded
sound field by solving the following convex programming
problem for the vector of plane-wave amplitudes, g, .:

minimise ||gplwrm||1

”Tmic/HOA Tpbwmic piy-cs — bHOA ||2

subject to <&
16104112
where:
Ty fwimic 18 @ transfer matrix between plane-waves and the
microphones,

T, ieimr04 18 @ transfer matrix between the microphones and
the HOA-domain Fourier expansion,

b0, 15 a set of HOA-domain Fourier coefficients given by
b 1104~ U micizroaSmics

€, is a non-negative real number.

In a fourth embodiment of the fifth aspect, the method may
include conducting the plane-wave analysis of the recorded
sound field by solving the following convex programming
problem for the vector of plane-wave amplitudes, g, .:
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minimise ||gplwrm||1

”Tmic/HOA Tpbwmic8 piy-cs — bHOA” )

subject to <&

[1broall,

(18 s = PIrATptstionoron|| )

and to . 2
[1pinA Ty roa)oroall,
where:
T, w/mic 18 a transfer matrix between plane-waves and the
microphones,

€, is a non-negative real number,

T swizr04 18 @ transfer matrix between the plane-waves and
the HOA-domain Fourier expansion,

b0, 18 a set of HOA-domain Fourier coefficients given by
byou=TmiczzosSmie Where T,. .. is a transfer matrix
between the microphones and the HOA-domain Fourier
expansion, and

€, is a non-negative real number.

The method may include setting €, based on the resolution
of the spatial division of a set of directions corresponding to
the set of analysis plane-waves and setting the value of €,
based on the computed sparsity of the sound field. Further, the
method may include transforming g,,;,, ., back to the time-
domain using an inverse FFT to obtain g ;,, .(t). The method
may include identifying source directions with each entry of
gplw—cs or gplw—cs(t)'

In a sixth aspect, the method may include using a time
domain technique to analyse recorded data in the sparse
domain and obtaining parameters generated from the selected
time domain technique to enable the recorded sound field to
be reconstructed.

The method may include analysing the recorded sound
field in the time domain using plane-wave analysis according
to a set of basis plane-waves to produce a set of plane-wave
signals, g ;, (t). The method may include analysing the
recorded sound field in the HOA domain to obtain a vector of
HOA-domain time signals, b,,(t), and sampling the vector
of HOA-domain time signals over a given time frame, L, to
obtain a collection of time samples at time instances t; to t, to
obtain a set of HOA-domain vectors at each time instant:
br04t1)s brroa(ts), - - - broy(ty) expressed as a matrix, By,

by:

Broalbrost1)0uoat) - - - bpoaltn)]-

The method may include computing a correlation vector, vy,
as Y=B 04Dy Where b is an omni-directional HOA-
component of b, (t).

In a first embodiment of the sixth aspect, the method may
include solving the following convex programming problem
for a vector of plane-wave gains, €,

omni

Iw-cs*

minimise ”ﬁplw—cx”l

subject to 1
164178
where:
Y=Brroabomms:
T, rwszr0.4 1 @ transfer matrix between the plane-waves and

the HOA-domain Fourier expansion,
€, is a non-negative real number.
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In a second embodiment, of the sixth aspect, the method
may include solving the following convex programming
problem for a vector of plane-wave gains, f3,

Iw-cs*

minimise ||ﬁ'plw,m||1

subject to
[I71l2

<&
||ﬁplw,m = pinv(TppyHoa )7” )

and to -
1pin(Tppyroa¥ll,

=&

where:
Y=B 04D omnis

T, rurer04 18 @ transfer matrix between the plane-waves and
the HOA-domain Fourier expansion,

€, is a non-negative real number,

€, is a non-negative real number.

The method may include setting €, based on the resolution
of the spatial division of a set of directions corresponding to
the set of analysis plane-waves and setting the value of €,
based on the computed sparsity of the sound field. The
method may include thresholding and cleaning f3,,,,,.., to set
some of its small components to zero.

The method may include forming a matrix, Yp I ETOA
according to the plane-wave basis and then reducing
Yplw— Hou 10 YPZW_ Hod-reducea DY Keeping only the columns
corresponding to the non-zero components in 8., where
Y, 1104 18 an HOA direction matrix for the plane-wave basis
and the hat-operator on Y., ;4 indicates it has been trun-
cated to some HOA-order M.

The method may include computing ;... s reduced(t) @5
gplw—cs—reduced(t):pinV(YpZw—HOA-reduced)bHOA(t)' Further’ the
method may include expanding 8 ptw-cs-roduce A1) to obtain
gplw_cs(t) by inserting rows of time signals of zeros so that
gplw_cs(t) matches the plane-wave basis.

In a third embodiment of the sixth aspect, the method may
include solving the following convex programming problem
for a matrix G,,,,,:

minimize [|G,p, 2122

subject to [|¥,1,,G, - Brodlioser,

whereY ,,,, is a matrix(truncated to a high spherical harmonic
order) whose columns are the values of the spherical har-
monic functions for the set of directions corresponding to
some set of analysis plane waves, and

€, is a non-negative real number.

The method may include obtaining an unmixing matrix,
I1,, for the L-th time frame, by calculating:

T =(1-)I; ;0G5 pinv(Broa),

where

11, | refers to the unmixing matrix for the L-1 time frame
and

a is a forgetting factor such that O=a=<1.

In a fourth embodiment of the fifth aspect, the method may
include applying singular value decomposition to B, to
obtain a matrix decomposition:

Bro,~USVE.

The method may include forming a matrix S, ., by
keeping only the first m columns of S, where m is the number
of rows of B, and forming a matrix, Q, given by

Q=US,

reduced*
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The method may include solving the following convex
programming problem for a matrix I":

minimize [T ,z>

subject to [|¥,,,, -z os€,

where €, andY,;,, are as defined above.
The method may include obtaining G,,,, from I' using:

G, ~TVT

b

where V7 is obtained from the matrix decomposition of B .
The method may include obtaining an unmixing matrix,
I1,, for the L-th time frame, by calculating:

I, =(1-o)II;_ +al pim(2),

where;
I1,_, is an unmixing matrix for the L-1 time frame,
a is a forgetting factor such that O=a<1.
The method may include obtaining G, .00 USINg:

Gplwfsmooth:HLBHOA'

The method may include obtaining the vector of plane-
wave signals, g, .(t), from the collection of plane-wave
time samples, G, suo0m USiNg standard overlap-add tech-
niques. Instead when obtaining the vector of plane-wave sig-
nals g, (1), the method may include obtaining, g, (1),
from the collection of plane-wave time samples, G,,;,, with-
out smoothing using standard overlap-add techniques. The
method may include identifying source directions with each
entry Of gplw-cs(t)'

The method may include modifying g,,;,,..(t) to reduce
unwanted artifacts such as reverberations and/or unwanted
sound sources. Further, the method may include, to reduce
reverberations, reducing the signal values of some of the
signals in the signal vector, g, .(t). The method may
include, to separate sound sources in the sound field recon-
struction so that the unwanted sound sources can be reduced,
setting to zero some of the signals in the signal vector,
Zpi-cs(D)-

Further, the method may include modifying g, .(t)
dependent on the means of playback of the reconstructed
sound field. When the reconstructed sound field is to be
played back over loudspeakers, in one embodiment, the
method may include modifying g, ..(t) as follows:

Gk D= pusspi&pin-cst)

where:

P uspr 18 @ loudspeaker panning matrix.

In another embodiment, when the reconstructed sound
field is to be played back over loudspeakers, the method may
include converting g ,, .(t) back to the HOA-domain by

computing:

br0.4-nighres = Yoho-H048piw-cs(D)

where byo ugnres(t) is a high-resolution HOA-domain rep-
resentation of g, .(t) capable of expansion to arbitrary
HOA-domain order, where Y,;,, s, 15 an HOA direction
matrix for a plane-wave basis and the hat-operator on
Yp o.rroq i1dicates it has been truncated to some HOA-order
M. The method may include decoding boy pignres(t) to
g.,x(t) using HOA decoding techniques.

When the reconstructed sound field is to be played back
over headphones, the method may include modifying

8,7w-s(t) to determine headphone gains as follows:

Lo =P (D) ® Gpt-esl)
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where:
P rmps(D) 1s @ head-related impulse response matrix of

filters corresponding to the set of plane wave directions.

In a seventh aspect, the method may include using time-
domain techniques of Independent Component Analysis
(ICA) in the HOA-domain to analyse recorded data in a
sparse domain, and obtaining parameters from the selected
time domain technique to enable the recorded sound field to
be reconstructed.

The method may include analysing the recorded sound
field in the HOA-domain to obtain a vector of HOA-domain
time signals b, (t). The method may include analysing the
HOA-domain time signals using ICA signal processing to
produce a set of plane-wave source signals, g/, ;..(1)-

In a first embodiment of the seventh aspect, the method
may include computing from b, ,(t) a mixing matrix, M,
using signal processing techniques. The method may include
using instantaneous Independent Component Analysis as the
signal processing technique. The method may include pro-
jecting the mixing matrix, M;.,, on the HOA direction vec-
tors associated with a set of plane-wave basis directions by
computing V,...=Y om0 4 M,.,, where Y, w0 .~ is the
transpose (Hermitian conjugate) of the real-value (complex-
valued) HOA direction matrix associated with the plane-wave
basis and the hat-operator on'Y ;.. zo, .~ indicates it has been
truncated to some HOA-order M.

The method may include using thresholding techniques to
identify the columns of V. that indicate a dominant
source direction. These columns may be identified on the
basis of having a single dominant component.

The method may include reducing the matrix Yplw— o4 10
obtain a matrix, Y, zog-reducea Dy temoving the plane-
wave direction vectors in Y ;,, z0,4 that do not correspond to
dominant source directions associated with matrix V.

The method may include estimating g ;.. ;cq roducea(t) 85
gplw—ica—reduced(t):pinV(YpZW—HOA—reduced)bHOA(t)' InSteadi the
method may include estimating g,;,,. ;0 reducea(t) by Working
in the frequency domain and computing s,,,. as the FFT of
Smic(t)'

The method may include, for each frequency, reducing a
transfer matrix, between the plane-waves and the micro-
phones, T,/ to obtain a matrix, T, i redquceas DY
removing the columns in T, that do not correspond to
dominant source directions associated with matrix V...

The method may include estimating g,;,, ;cu reduces Y
Computing: gpZw—ica—reduced:pinV(Tpr/mic-reduced)Smic and
transforming g, ;o4 reaucea PaCk to the time-domain using
inverse FFT to obtain g, ;os reducest)- The method may
include domain expanding g, . educeq(t) t© Obtain
Zpm-ica() by inserting rows of time signals of zeros so that
€, iw-ica(t) matches the plane-wave basis.

In a second embodiment of the seventh aspect, the method
may include computing from b,,,, a mixing matrix, M.,
and a set of separated source signals, g, ,(t) using signal
processing techniques. The method may include using instan-
taneous Independent Component Analysis as the signal pro-
cessing technique. The method may include projecting the
mixing matrix, M,.,, on the HOA direction vectors associ-
ated with a set of plane-wave basis directions by computing
VSOWC;YPZW_HOATM,CA, where Ypr—HOAT is the transpose
(Hermitian conjugate) of the real-value (complex-valued)
HOA direction matrix associated with the plane-wave basis
and the hat-operator on Yplw— o4 indicates it has been trun-
cated to some HOA-order M

The method may include using thresholding techniques to
identify from V, the dominant plane-wave directions.

source

Further, the method may include cleaning g, (t) to obtain
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Zpw-ica(t) Which retains the signals corresponding to the
dominant plane-wave directions in V..., and sets the other
signals to zero.

The method may include modifying g,,;,,.,.,(t) to reduce
unwanted artifacts such as reverberations and/or unwanted
sound sources. The method may include, to reduce reverbera-
tions, reducing the signal values of some of the signals in the
signal vector, g, ;..(t). Further, the method may include, to
separate sound sources in the sound field reconstruction so
that the unwanted sound sources can be reduced, setting to
zero some of the signals in the signal vector, g, ;...(D.

Still further, the method may include modifying g,,;,,.;...(t)
dependent on the means of playback of the reconstructed
sound field. When the reconstructed sound field is to be
played back over loudspeakers, in one embodiment the
method may include modifying g, ,..(t) as follows:

Lo =P piusspr&pim-icall)

where:

P, 1.sspi 18 @ loudspeaker panning matrix.

In another embodiment, when the reconstructed sound
field is to be played back over loudspeakers, the method may
include converting g, ;..(t) back to the HOA-domain by

computing:
b r0.4-nighres O Ypi-r048piw-ical)

where:

b0 nignres(t) 18 @ high-resolution HOA-domain represen-
tation of g ,,,,.,(t) capable of expansion to arbitrary HOA-
domain order,

YPZW_HO 4 15 an HOA direction matrix for a plane-wave
basis and the hat-operator on Y ,;,,. ;0,4 indicates it has been
truncated to some HOA-order M.

The method may include decoding b4 pigrres(D) 10 2o, (1)
using HOA decoding techniques.

When the reconstructed sound field is to be played back
over headphones, the method may include modifying

8,7w-s(t) to determine headphone gains as follows:

Lo =P (D) ® Gpivw-icall)

where:

P, numpn(t) 18 a head-related impulse response matrix of
filters corresponding to the set of plane wave directions.

The disclosure extends to a computer when programmed to
perform the method as described above.

The disclosure also extends to a computer readable
medium to enable a computer to perform the method as
described above.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 shows a block diagram of an embodiment of equip-
ment for reconstructing a recorded sound field and also esti-
mating the sparsity of the recorded sound field;

FIGS. 2-5 show flow charts of the steps involved in esti-
mating the sparsity of a recorded sound field using the equip-
ment of FIG. 1;

FIGS. 6-23 show flow charts of embodiments of recon-
structing a recorded sound field using the equipment of FIG.
1

FIGS. 24A-24C show a first example of, respectively, a
photographic representation of an HOA solution to recon-
structing a recorded sound field, the original sound field and
the solution offered by the present disclosure; and

FIGS. 25A-25C show a second example of, respectively, a
photographic representation of an HOA solution to recon-
structing a recorded sound field, the original sound field and
the solution offered by the present disclosure.
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DETAILED DESCRIPTION OF EXEMPLARY
EMBODIMENTS

In FIG. 1 of the drawings, reference numeral 10 generally
designates an embodiment of equipment for reconstructing a
recorded sound field and/or estimating the sparsity of the
sound field. The equipment 10 includes a sensing arrange-
ment 12 for measuring the sound field to obtain recorded data.
The sensing arrangement 12 is connected to a signal process-
ing module 14, such as a microprocessor, which processes the
recorded data to obtain plane-wave signals enabling the
recorded sound field to be reconstructed and/or processes the
recorded data to obtain the sparsity of the sound field. The
sparsity of the sound field, the separated plane-wave sources
and their associated source directions are provided via an
output port 24. The signal processing module 14 is referred to
below, for the sake of conciseness, as the SPM 14.

A data accessing module 16 is connected to the SPM 14. In
one embodiment the data accessing module 16 is a memory
module in which data are stored. The SPM 14 accesses the
memory module to retrieve the required data from the
memory module as and when required. In another embodi-
ment, the data accessing module 16 is a connection module,
such as, for example, a modem or the like, to enable the SPM
14 to retrieve the data from a remote location.

The equipment 10 includes a playback module 18 for play-
ing back the reconstructed sound field. The playback module
18 comprises a loudspeaker array 20 and/or one or more
headphones 22.

The sensing arrangement 12 is a baffled spherical micro-
phone array for recording the sound field to produce recorded
data in the form of a set of signals, s,,,,.(t)

The SPM 14 analyses the recorded data relating to the
sound field using plane-wave analysis to produce a vector of
plane-wave signals, g, (t). Producing the vector of plane-
wave signals, g,,,,,(1), is to be understood as also obtaining the
associated set of pale-wave source directions. Depending on
the particular method used to produce the vector of plane
wave amplitudes, g, (t) is referred to more specifically as
8pm-os(t) 1f Compressed Sensing techniques are used or
Zpw-ica(t) ITICA techniques are used. As will be described in
greater detail below, the SPM 14 is also used to modify
g, (), if desired.

Once the SPM 14 has performed its analysis, it produces
output data for the output port 24 which may include the
sparsity of the sound field, the separated plane-wave source
signals and the associated source directions of the plane-wave
source signals. In addition, once the SPM 14 has performed
its analysis, it generates signals, s, (t), for rendering the
determined g,,,(t) as audio to be replayed over the loud-
speaker array 20 and/or the one or more headphones 22.

The SPM 14 performs a series of operations on the set of
signals, s,,,.(1), after the signals have been recorded by the
microphone array 12, to enable the signals to be reconstructed
into a sound field closely approximating the recorded sound
field.

In order to describe the signal processing operations con-
cisely, a set of matrices that characterise the microphone array
12 are defined. These matrices may be computed as needed by
the SPM 14 or may be retrieved as needed from data storage
using the data accessing module 16. When one of these matri-
ces is referred to, it will be described as “one of the defined
matrices”.

The following is a list of Defined Matrices that may be
computed or retrieved as required:
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14

TSP /mic 18 @ transfer matrix between the spherical harmonic
domain and the microphone signals, the matrix T being
truncated to order M, as:

sphimic

T

sphimic f, micTWmic
where:

Y.~ is the transpose of the matrix whose columns are the
values of the spherical harmonic functions, Ym"(e 101,
where (r;,0,,0,) are the spherical coordinates for the 1-th
microphone and the hat-operator on ¥, , 7 indicates it has
been truncated to some order M; and

W,,.; 1s the diagonal matrix whose coefficients are defined
by

Wic(m) = f”(jm(kR) — DRy I ]

1P (R)

where R is the radius of the sphere of the microphone array,
h,,® is the spherical Hankel function of the second kind of
order m, j,,, is the spherical Bessel function of orderm, j,,' and
h,® are the derivatives of j,, and h,,®, respectively. Once
again, the hat-operator on W, .. indicates that it has been
truncated to some order M.

T spsimic 18 similar to Tsph mie €Xcept it has been truncated to
a much higher order M' with (M'>M).
Y1, 1s the matrix(truncated to the higher order M') whose
columns are the values of the spherical harmonic functions
for the set of directions corresponding to some set of analysis
plane waves.

Y, is similar to Y,,,,, except it has been truncated to the
lower order M with (M<M").

T, swizro4 18 @ transfer matrix between the analysis plane
waves and the HOA-estimated spherical harmonic expansion

(derived from the microphone array 12) as:

1, phlHOA =pinv(T, sph/mic) T, sph/micYplw'

T sw/mic 18 @ transfer matrix between the analysis plane

waves and the microphone array 12 as:

T,

phvimic™

T. Y,

sphimicd phws

where:

T pimic 18 as defined above.

E,or04(t) 1s a matrix of filters that implements, via a
convolution operation, that transformation between the time
signals of the microphone array 12 and the HOA-domain time
signals and is defined as:

Ericrtioa(=IFF T(E o p104(0))

where:

each frequengy component of E,_._..,(®) is given by
Emic/HOA:pinV(Tsph/mic)'

The operations performed on the set of signals, s,,,,.(t), are
now described with reference to the flow charts illustrated in
FIGS. 2-16 of the drawings. The flow chart shown in FIG. 2
provides an overview of the flow of operations to estimate the
sparsity, S, of arecorded sound field. This flow chart is broken
down into higher levels of detail in FIGS. 3-5. The flow chart
shown in FIG. 6 provides an overview of the flow of opera-
tions to reconstruct a recorded sound field. The flow chart of
FIG. 6 is broken down into higher levels of detail in FIGS.
7-16.

The operations performed on the set of signals, s,,,.(t), by
the SPM 14 to determine the sparsity, S, of the sound field is
now described with reference to the flow charts of FIGS. 2-5.



US 9,113,281 B2

15

InFIG. 2, at Step 1, the microphone array 12 is used to record
a set of signals, s, (t). At Step 2, the SPM 14 estimates the
sparsity of the sound field.

The flow chart shown in FIG. 3 describes the details of the
calculations for Step 2. At Step 2.1, the SPM 14 calculates a
vector of HOA-domain time signals b,,(t) as:

51040 =Erierrioa D 5,50,

At Step 2.2, there are two different options available: Step
2.2.A and Step 2.2.B. At Step 2.2. A, the SPM 14 estimates the
sparsity of the sound field by applying ICA in the HOA-
domain. Instead, at Step 2.2.B the SPM 14 estimates the
sparsity of the sound field using a Compressed Sampling
technique.

The flow chart of FIG. 4 describes the details of Step 2.2.A.
At Step 2.2.A.1, the SPM 14 determines a mixing matrix,
M, 4, using Independent Component Analysis techniques.

At Step 2.2.A.2, the SPM 14 projects the mixing matrix,
M, 4, on the HOA direction vectors associated with a set of
plane-wave basis directions. This projection is obtained by

computing Vsource:YpZWT M;,, where Yp s the transpose
of the Defined Matrix Y ,,,.

At Step 2.2.A.3, the SPM 14 applies thresholding tech-
niques to clean V in order to obtain V, The

source source-clean®

operation of cleaning V. occurs as follows. Firstly, the

ideal format forV, is defined. V. is a matrix which is

ideally composed of columns which either have all compo-
nents as zero or contain a single dominant component corre-
sponding to a specific plane wave direction with the rest of the
column’s components being zero. Thresholding techniques
are applied to ensure that V, takes its ideal format. That is

source
to say, columns of V. which contain a dominant value

compared to the rest of the column’s components are thresh-
olded so that all components less than the dominant compo-
nent are set to zero. Also, columns of V. which do not

have a dominant component have all of its components set to
zero. Applying the above thresholding operations to V...
gives V,

source-clean*

At Step 2.2.A 4, the SPM 14 computes the sparsity of the

sound field. It does this by calculating the number, N ..., of
dominant plane wave directions in V... .zo.- Lhe SPM 14
then computes the sparsity, S, of the sound field as
Nsource
S=1-——7—,
Nppy

where N_;,, is the number of analysis plane-wave basis direc-
tions.

The flow chart of FIG. 5 describes the details of Step 2.2.B
in FIG. 3, step 2.2.B being an alternative to Step 2.2.A. At
Step 2.2.B.1, the SPM 14 calculates the matrix B, , from the
vector of HOA signals b, (t) by setting each signal in
bz04(t) to run along the rows of B, so that time runs along
the rows of the matrix B, , and the various HOA orders run
along the columns of the matrix B,,,. More specifically, the
SPM 14 samples b,,,(t) over a given time frame, labelled by
L, to obtain a collection of time samples at the time instances
t, to ty. The SPM 14 thus obtains a set of HOA-domain
vectors at each time instant: b, ,(t;), bros(ts), - - - s bro(ty)-
The SPM 14 then forms the matrix, B, by:

Broa=[brost)0gos) - - - bpodiy)]-

AtStep 2.2.B.2, the SPM 14 calculates a correlation vector,
Y, as

Y=B 11040 oruni>
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where b,,,,; is the omni-directional HOA-component of
b04(t) expressed as a column vector.

At Step 2.2.B.3, the SPM 14 solves the following convex
programming problem to obtain the vector of plane-wave

gains, Bplw—cs:

minimise ||ﬁplwrcx||1

subject to
[¥Il2

<&,

where T,;,,/z704 18 one of the defined matrices and €, is a
non-negative real number.

At Step 2.2.B .4, the SPM 14 estimates the sparsity of the
sound field. It does this by applying a thresholding technique
10 B4 in Order to estimate the number, N_,,,,,, of its Domi-
nant Components. The SPM 14 then computes the sparsity, S,
of the sound field as

where N, is the number of analysis plane-wave basis direc-
tions.

The operations performed on the set of signals, s,,,.(t), by
the SPM 14 to reconstruct the sound field is now described
and is illustrated using the flow charts of FIGS. 6-23.

InFIG. 6, Step 1 and Step 2 are the same as in the flow chart
of FIG. 2 which has been described above. However, in the
operational flow of FIG. 6, Step 2 is optional and is therefore
represented by a dashed box.

At Step 3, the SPM 14 estimates the parameters, in the form
of plane-wave signals g,,;,,(t), that allow the sound field to be
reconstructed. The plane-wave signals g,,;,(t) are expressed
eitheras g,;,, (1) O g,,4,,.;.,.,(t) a depending on the method of
derivation. At Step 4 there is an optional step (represented by
a dashed box) in which the estimated parameters are modified
by the SPM 14 to reduce reverberation and/or separate
unwanted sounds. At Step 5, the SPM 14 estimates the plane-
wave signals, g,,;,,. (1) or g, ;..(1), (possibly modified) that
are used to reconstruct and play back the sound field.

The operations of Step 1 and Step 2 having been previously
described, the flow of operations contained in Step 3 are now
described.

The flow chart of FIG. 7 provides an overview of the
operations required for Step 3 of the flow chart shown in FIG.
6. It shows that there are four different paths available: Step
3.A, Step 3.B, Step 3.0 and Step 3.D.

At Step 3.A, the SPM 14 estimates the plane-wave signals
using a Compressive Sampling technique in the time-domain.
At Step 3.B, the SPM 14 estimates the plane-wave signals
using a Compressive Sampling technique in the frequency-
domain. At Step 3.C, the SPM 14 estimates the plane-wave
signals using ICA in the HOA-domain. At Step 3.D, the SPM
14 estimates the plane-wave signals using Compressive Sam-
pling in the time domain using a multiple measurement vector
technique.

The flow chart shown in FIG. 8 describes the details of Step
3.A. At Step 3.A.1 b, (1) and B, are determined by the
SPM 14 as described above for Step 2.1 and Step 2.2.B.1,
respectively.

At Step 3.A.2 the correlation vector, v, is determined by the
SPM 14 as described above for Step 2.2.B.2.
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At Step 3.A.3 there are two options: Step 3.A.3.A and Step
3.A.3.B. At Step 3.A.3.A, the SPM 14 solves a convex pro-
gramming problem to determine plane-wave direction gains,
B psw-cs- This convex programming problem does notinclude a
sparsity constraint. More specifically, the following convex
programming problem is solved:

minimise ||ﬁ'plwrm||l
”TPlW/HOAﬁplw—cx - 7’”2

subject to
[I71l2

=&

where:

y is as defined above and T,;, ;4 1s one of the Defined
Matrices,

€, is a non-negative real number.

AtStep 3.A.3.B, the SPM 14 solves a convex programming
problem to determine plane-wave direction gains, B, .
only this time a sparsity constraint is included in the convex
programming problem. More specifically, the following con-
vex programming problem is solved to determine {3,

Iw-cs*

minimise ||ﬁ'plwrm||1

subject to
[I71l2

<&
s~ Pt Toion

and to -
lpinv(Tpnyroavll,

<&

where:

Y, €, are as defined above,

T, swizr04 18 one of the Defined Matrices, and

€, is a non-negative real number.

For the convex programming problems at Step 3.A.3, €,
may be set by the SPM 14 based on the resolution of the
spatial division of a set of directions corresponding to the set
of analysis plane waves. Further, the value of s, may be set by
the SPM 14 based on the computed sparsity of the sound field
(optional Step 2).

At Step 3.A.4, the SPM 14 applies thresholding techniques
to clean B, so that some of its small components are set to
Zero.

At Step 3.A5, the SPM 14 forms a matrix, YAPZW_ HOM
according to the plane-wave basis and then reduces Y ., z704
1Y 1, oducea PY keeping only the columns corresponding to
the non-zero components in B, ., Where Y, o, is an
HOA direction matrix for the plane-wave basis and the hat-
operator on Yp 704 Indicates it has been truncated to some
HOA-order M.

At Step 3.A.6, the SPM 14 calculates g ;.. . oacoq(t) 85

Iw-cs

Sphw-csreduced VTP Dyption reauced)Ver0a(®)s

where ?plw_,educed and b, (1) are as defined above.

At Step 3.A.7, the SPM 14 expands g, o reaucedl) t0
obtain g,,;,, .,(t) by inserting rows of time signals of zeros to
match the plane-wave basis that has been used for the analy-
ses.

As indicated, above, an alternative to Step 3.A is Step 3.B.
The flow chart of FIG. 9 details Step 3.B. At Step 3.B.1, the
SPM 14 computes by, (1) as byo(0=E, ..o () ® s,...(D.
Further, at Step 3.B.1, the SPM 14 calculates a FFT, s f
S,uclt) and/or a FFT, b4, of by, ().

micy 0

10

15

20

25

30

35

40

45

55

18
At Step 3.B.2, the SPM 14 solves one of four optional
convex programming problems. The convex programming
problem shown at Step 3.B.2.A operates on s, and does not
use a sparsity constraint. More precisely, the SPM 14 solves
the following convex programming problem to determine

gplw—cs:

minimise [, o,

| Zotimice phw-cs ~ Smic| )

subject to <o,
llsmicllz
where:
T tw/mc 15 one of the Defined Matrices,

S, 18 as defined above, and

€, is a non-negative real number.

The convex programming problem shown at Step 3.B.2.B
operates on s,,,. and includes a sparsity constraint. More
precisely, the SPM 14 solves the following convex program-
ming problem to determine g,,;,,, .

minimise [, o,

subject to ”Tplwm‘.cgpmm - Sm‘.CHZ <&

[Ismicll2

(18 pi-cs = P T piwytion )bHOAH2

and to - =&,
[1pirA T piwyrioa Yoroall,
where:
Ty twimics Lpawizros are each one of the Defined Matrices,

S ics Prrogs € are as defined above, and

€, is a non-negative real number.

The convex programming problem shown at Step 3.B.2.C
operates on b, and does not use a sparsity constraint. More
precisely, the SPM 14 solves the following convex program-
ming problem to determine g, ..;:

minimise [, o,

”Tmic/HOA Tptjmic& pie-cs = Proa || ,

subject to <&,
16104l
where:
T twimics Umicszzoa @€ €ach one of the Defined Matrices,
and

b4 and €, are as defined above.

The convex programming problem shown at Step 3.B.2.D
operates on b, and includes a sparsity constraint. More
precisely, the SPM 14 solves the following convex program-
ming problem to determine g, ..;:

minimise ||gplwrm||1

) ”Tmic/HOA Tptwymic8 piw-cs — bHOA || ,
subject to

<g
[1broall, ’

e (1€ pi-cs = Pir(Totugrion )bHOAH2
and to

i <&
[lpinA T piwyrioa Yoroall,
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where:
Tpprmies T T, icimr04 are each one of the Defined

IwW/HOA>
Matrices, an(f

b0 €, and €, are as defined above.

At Step 3.B.3, the SPM 14 computes an inverse FFT of
2 w-cs 10 Obtain g, . (t). When operating on multiple time
frames, overlap-and-add procedures are followed.

A further option to Step 3.A or Step 3.B is Step 3.C. The
flow chart of FIG. 10 provides an overview of Step 3.C. At
Step 3.C.1, the SPM 14 computes b, (1) as by, ()=
B ici2104D) ® 8, (1).

At Step 3.C.2 there are two options, Step 3.C.2.A and Step
3.C.2.B. At Step 3.C.2.A, the SPM 14 uses ICA in the HOA-
domain to estimate a mixing matrix which is then used to
obtain g, ;..(t). Instead, at Step 3.C.2.B, the SPM 14 uses
ICA in the HOA-domain to estimate a mixing matrix and also
a set of separated source signals. Both the mixing matrix and
the separated source signals are then used by the SPM 14 to
obtain g,,;,,.;,(t).

The flow chart of FIG. 11 describes the details of Step
3.C.2.A. At Step 3.C.2.A.1, the SPM 14 applies ICA to the
vector of signals b,,(t) to obtain the mixing matrix, M,,.

At Step 3.C.2.A.2, the SPM 14 projects the mixing matrix,
M, 4, on the HOA direction vectors associated with a set of
plane -wave basis directions as described at Step 2.2.A.2. That
is to say, the projection is obtained by computing
Vsource= pZWT M, ., where Y T is the transpose of the
defined matrix Y,,,,..

At Step 3.C.2.A.3, the SPM 14 applies thresholding tech-
niques to V. to identify the dominant plane-wave direc-
tions in V... This is achieved similarly to the operation
described above with reference to Step 2.2.A.3.

At Step 3.C.2.A.4, there are two options, Step 3.C.2.A4.A
and Step 3.C.2.A.4.B. AtStep3 C.2.A4.A, the SPM 14 uses
the HOA domain matrix, ¥ w3 7 to compute ptu-ica-reduced ®.
Instead, at Step 3.C.2.A. 4 B, the SPM 14 uses the micro-
phone signals s,...(1) and the matrix T to compute

mic plw/mic

gplw ica-reduce

The flow chart of FIG. 12 describes the details of Step
3.C2.A4A AtStep3.C2.A4.A1,the SPM14reducesthe
matrix Ypr to obtain the matrix, Yp fo-reguced > 7, by removing
the plane-wave direction vectors in Y,  that do not corre-
spond to dominant source directions a55001ated with matrix

source’

At Step 3.C2A4A2,
gplw—ica—reduced(t) as:

Sphw-ica-reduced VPV Xy vediced)Prioa(®),

the SPM 14 calculates

where ?plw_,educed and b, (1) are as defined above.

An alternative to Step 3.C.2.A4.A, is Step 3.C2.A4.B.
The flow chart of FIG. 13 details Step 3.C.2.A4.B.

At Step 3.C.2.A.4.B.1, the SPM 14 calculates a FFT, s, .,
of s,,.(t). At Step 3.C.2.A4.B.2, the SPM 14 reduces the
matrix T to obtain the matriX, T, microducess PY
T

Iw/mic

removmgpthe plane-wave directions in T, that do not

correspond to dominant source directions associated with

matrix V.-
At Step 3.C2.A4B3,

gplw—ica—reduce

485!

the SPM 14 calculates

Epiw-ica educea=PIV(T, phwimic- reduced)Smics

are as defined above.

where T, plw/mic-reduced and Smic
the SPM 14 calculates

At Step 3.C.2.A4B4,
gplw-ica—reduced(t) as the IFFT of Epiw-ica-reduced

Reverting to FIG. 11, at Step 3.C.2.A.5, the SPM 14
expands gplw_ica_,educed(t) to obtain gplw_ica(t) by inserting
rows of time signals of zeros to match the plane-wave basis
that has been used for the analyses.
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An alternative to Step 3.C.2.A is Step 3.C.2.B. The flow
chart of FIG. 14 describes the details of Step 3.C.2.B.

At Step 3.C.2.B.1, the SPM 14 applies ICA to the vector of
signals b,,(1) to obtain the mixing matrix, M, -, and a set of
separated source signals g, _(t).

At Step 3.C.2.B.2, the SPM 14 projects the mixing matrix,
M, ., on the HOA direction vectors associated with a set of
plane-wave basis directions as described for Step 2.2.A.2, i.e
the projs ection is obtained by computing V... Yp v ™,y
where Yp " is the transpose of the defined matrix Y, 00

At Step 3.C.2.B.3, the SPM 14 applies thresholding tech-
niques to V.. t0 identify the dominant plane-wave direc-
tions in V... This is achieved similarly to the operation
described above for Step 2.2.A.3. Once the dominant plane-
wave directions in V_,,,... have been identified, the SPM 14
cleans g, (1) to obtain g ,,,..(t) which retains the signals
corresponding to the dominant plane-wave directions V., ...
and sets the other signals to zero.

As described above, a further option to Steps 3.A, 3.B and
3.C, is Step 3.D. The flow chart of FIG. 15 provides an
overview of Step 3.D.

At Step 3.D.1, the SPM 14 computes b, () as
b7040=E,ic/mr0.) ® 5., (1). The SPM 14 then calculates
the matrix, B, ,, from the vector of HOA signals b,,(t) by
setting each signal in b, ,(t) to run along the rows of B, so
that time runs along the rows of the matrix B, and the
various HOA orders run along the columns of the matrix
B4 More specifically, the SPM 14 samples b, ,(t) over a
given time frame, L, to obtain a collection of time samples at
the time instances t, to t,, The SPM 14 thus obtains a set of
HOA-domain vectors at each time instant:

bHOA(tl)s

bros(ts)s - - - bros(ty). The SPM 14 forms the matrix, By,

by:

Broa=[buo4t)buos(8) - - - bpostn)]-

At Step 3.D.2 there are two options, Step 3.D.2.A and Step
3.D.2.B. At Step 3.D.2.A, the SPM 14 computes g ., ., using
a multiple measurement vector technique applied directly on
By Instead at Step 3.D.2.B, the SPM 14 computes g ,,,,. .
using a multiple measurement vector technique based on the
singular value decomposition of B,,.

The flow chart of FIG. 16 describes the details of Step
3.D.2.A. At Step 3.D.2.A.1, the SPM 14 solves the following
convex programming problem to determine G,,,,,

minimize |Gppllz1-22

subject t0 || ¥, Gpn=Broallr o€,

where:

Y,,.. s one of the Defined Matrices,

B0 18 as defined above, and

€, is a non-negative real number.

At Step 3.D.2.A2, there are two options, i.e. Step
3.D.2.A.2.A and Step 3.D.2.A.2.B. At Step 3.D.2.A.2.A, the
SPM 14 computes g,,;,,.(t) directly from G,,,,, using an over-
lap-add technique. Instead at Step 3.D.2.A.2.B, the SPM 14
computes g, .(t) using a smoothed version of G, and an
overlap-add technique.

The flow chart of FIG. 17 describes Step 3.D.2.A.2.B in
greater detail.

At Step 3.D.2.A.2.B.1, the SPM 14 calculates an unmixing
matrix, I1;, for the L-th time frame, by calculating:

I, =(1-)I1; 1 +aG,,p, pirnv(B ro.4)s

where I1, | refers to the unmixing matrix for the [-1 time
frame and a is a forgetting factor such that O=a<1, and B,
is as defined above.
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At Step 3.D.2.A.2.B.2, the SPM 14 calculates G,
as:

Iw-smooth

Gplwfsmooth:HLBHOA >

where 1, and B, are as defined above.

At Step 3.D.2.A.2.B.3, the SPM 14 calculates g, (1)
from G, ;,no0s USINg an overlap-add technique.

An alternative to Step 3.D.2.A is Step 3.D.2.B. The flow
chart of FIG. 18 describes the details of Step 3.D.2.B.

AtStep 3.D.2.B.1, the SPM 14 computes the singular value

decomposition of B, to obtain the matrix decomposition:
Bro,~USVE.

At Step 3.D.2.B.2, the SPM 14 calculates the matrix,
S, educeas DY keeping only the first m columns of S, where m is
the number of rows of B,

At Step 3.D.2.B.3, the SPM 14 calculates matrix €2 as:

Q=US,

reduced"

AtStep 3.D.2.B .4, the SPM 14 solves the following convex
programming problem for matrix I™:

minimize [Uzy.zo

subject to [|¥,,,,I-Q|;os€,

where:
Y, is one of the defined matrices,
Q is as defined above, and
€, is a non-negative real number.
At Step 3.D.2.B.5, there are two options, Step 3.D.2.B.5.A
and Step 3.D.2.B.5.B. At Step 3.D.2.B.5.A, the SPM 14 cal-

culates G,,,, from I using:

G, ~TVT

‘piw™
where V7 is obtained from the matrix decomposition of B, ,
as described above. The SPM 14 then computes g, (1)
directly from G,,,,, using an overlap-add technique.

Instead, at Step 3.D.2.B.5.B, the SPM 14 calculates
2,mw-cs(D) Using a smoothed version of G,,;,, and an overlap-
add technique.

The flow chart of FIG. 19 shows the details of Step
3D.2BS5B.

At Step 3.D.2.B.5.B.1, the SPM 14 calculates at unmixing

matrix, I1;, for the L-th time frame, by calculating:
I,=(1-o)II;_+alpim(RQ),

where II, | refers to the unmixing matrix for the L—1 time
frame and a is a forgetting factor such that O=o=<1,and I" and
€2 are as defined above.

At Step 3.D.2.B.5.B.2, the SPM 14 calculates G,
as:

Iw-smooth

Gplwfsmooth:HLBHOA >

where I, and B, are as defined above.

At Step 3.D.2.B.2.B.3, the SPM 14 calculates g, (1)
from G, ;,no0s USINg an overlap-add technique.

As described above, an optional step of reducing unwanted
artifacts is shown at Step 4 of the flow chart of FIG. 6 The
SPM 14 controls the amount of reverberation present in the
sound field reconstruction by reducing the signal values of
some of the signals in the signal vector g, (1). Instead, or in
addition, the SPM 14 removes undesired sound sources in the
sound field reconstruction by setting to zero some of the
signals in the signal vector g, (t).

In Step 5 of the flow chart of FIG. 6, the parameters g,,,,,(t)
are used to play back the sound field. The flow chart of FIG.
20 shows three optional paths for play back of the sound field:
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Step 5.A, Step 5.B, and Step 5.C. The flow chart of FIG. 21
describes the details of Step 5.A.

At Step 5.A.1, the SPM 14 computes or retrieves from data
storage the loudspeaker panning matrix, P, in order to
enable loudspeaker playback of the reconstructed sound field
over the loudspeaker array 20. The panning matrix, P, ..z
can be derived using any of the various panning techniques
such as, for example, Vector Based Amplitude Panning
(VBAP). At Step 5.A.2, the SPM 14 calculates the loud-
Speaker Signals gspk(t) as gspk(t):Ppr/spkngw(t)'

Another option is shown in the flow chart of FIG. 22 which
describes the details of Step 5.B.

At Step 5.B.1, the SPM 14 computes b pignres(t) in
order to enable loudspeaker playback of the reconstructed
sound field over the loudspeaker array 20. b0, ig7re5() 15 @
high-resolution HOA-domain representation of g,,;,,(t) that is
capable of expansion to an arbitrary HOA-domain order. The
SPM 14 calculates by, 4,.5(t) as

br0.4-nighres = Ypnp-cs(D)s

where f(p 18 one of the Defined Matrices and the hat-opera-
toronY,,,, indicates it has been truncated to some HOA-order
M.

At Step 5.B.2, the SPM 14 decodes b4 ighes(1) 10 84,1 (D)
using HOA decoding techniques.

An alternative to loudspeaker play back is headphone play
back. The operations for headphone play back are shown at
Step 5.C of the flow chart of FIG. 20. The flow chart of FIG.
23 describes the details of Step 5.C.

At Step 5.C.1, the SPM 14 computes or retrieves from data
storage the head-related impulse response matrix of filters,
P pn(D)s corresponding to the set of analysis plane wave
directions in order to enable headphone playback of the
reconstructed sound field over one or more of the headphones
22. The head-related impulse response (HRIR) matrix of
filters, P,;,,/,4(1), is derived from HRTF measurements.

At Step 5.C.2, the SPM 14 calculates the headphone sig-
nals g;,,,,(1) as g5,,,(0=P 15, (D ® 2,,4,(1) using a filter con-
volution operation.

It will be appreciated by those skilled in the art that the
basic HOA decoding for loudspeakers is given (in the fre-
quency domain) by:

HOA _

T
gk = 7 Yopubroa
P prk P!

where:

N, is the number of loudspeakers,

Yska is the transpose of the matrix whose columns are the
values of the spherical harmonic functions, Y,,” (0, ¢u),
where (r;, 0,, ¢,) are the spherical coordinates for the k-th
loudspeaker and the hat-operator on S?Ska indicates it has
been truncated to order M, and

by, 1s the play back signals represented in the HOA-
domain.

The basic HOA decoding in three dimensions is a spheri-
cal-harmonic-based method that possesses a number of
advantages which include the ability to reconstruct the sound
field easily using various and arbitrary loudspeaker configu-
rations. However, it will be appreciated by those skilled in the
art that it also suffers from limitations related to both the
encoding and decoding process. Firstly, as a finite number of
sensors is used to observe the sound field, the encoding suf-
fers from spatial aliasing at high frequencies (see N. Epain
and J. Daniel, “Improving spherical microphone arrays,” in
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the Proceedings of the AES 124” Convention, May 2008).
Secondly, when the number of loudspeakers that are used for
playback is larger than the number of spherical harmonic
components used in the sound field description, one generally
finds deterioration in the fidelity of the constructed sound
field (see A. Solvang, “Spectral impairment of two dimen-
sional higher-order ambisonics,” in the Journal of the Audio
Engineering Society, volume 56, April 2008, pp. 267-279).

In both cases, the limitations are related to the fact that an
under-determined problem is solved using the pseudo-inverse
method. Inthe case of the present disclosure, these limitations
are circumvented in some instances using general principles
of compressive sampling or ICA. With regard to compressive
sampling, the applicants have found that using a plane-wave
basis as a sparsity domain for the sound field and then solving
one of the several convex programming problems defined
above leads to a surprisingly accurate reconstruction of a
recorded sound field. The plane wave description is contained
in the defined matrix T, ;.-

The distance between the standard HOA solution and the
compressive sampling solution may be controlled using, for
example, the constraint

llgpow = pinATphoron)broall,
1pirv(Tpiyrioa)brosll,

<&.

When e, is zero, the compressive sampling solution is the
same as the standard HOA solution. The SPM 14 may
dynamically set the value of €, according to the computed
sparsity of the sound field.

With regard to applying ICA in the HOA-domain, the
applicants have found that the application of statistical inde-
pendence benefits greatly from the fact that the HOA-domain
provides an instantaneous mixture of the recorded signals.
Further, the application of statistical independence seems
similar to compressive sampling in that it also appears to
impose a sparsity on the solution.

As described above, it is possible to estimate the sparsity of
the sound field using techniques of compressive sampling or
techniques of ICA in the HOA-domain.

In FIGS. 24 and 25 simulation results are shown that dem-
onstrate the power of sound field reconstruction using the
present disclosure. In the simulations, the microphone array
12 is a 4 cm radius rigid sphere with thirty two omnidirec-
tional microphones evenly distributed on the surface of the
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is shown in FIG. 24C. Clearly, the method as described
performs better than a standard HOA method.

Example 2

Referring to FIG. 25, in this simulation twelve sound
sources at 16 kHz were used. As before, the HOA solu-
tion is shown in FIG. 25A; the original sound field is
shown in FIG. 25B; and the solution using the technique
of the present disclosure is shown in FIG. 25C. It will be
appreciated by those skilled in the art, that the results for
FIG. 25 are obtained outside of the Shannon-Nyquist
spatial aliasing limit of the microphone array but still
provide an accurate reconstruction of the sound field.

It is an advantage of the described embodiments that an
improved and more robust reconstruction of a sound field is
provided so that the sweet spot is larger; there is little, if any,
degradation in the quality of the reconstruction when param-
eters defining the system are under-constrained; and the accu-
racy of the reconstruction improves as the number of the
loudspeakers increases.

It will be appreciated by persons skilled in the art that
numerous variations and/or modifications may be made to the
disclosure as shown in the specific embodiments without
departing from the scope of the disclosure as broadly
described. The present embodiments are, therefore, to be
considered in all respects as illustrative and not restrictive.

The invention claimed is:
1. A method of reconstructing a recorded sound field, the
method including

analysing recorded data in a sparse domain using one of a
time domain technique and a frequency domain tech-
nique and, when using a frequency domain technique

transforming the set of signals, s,,, (1), to the frequency
domain using an FFT to obtain s, ;

conducting a plane-wave analysis of the recorded sound
field to produce a vector of frequency domain plane-
wave amplitudes, g ,, ., by solving the following con-
vex programming problem:

minimise ||gplwrm||1

subject to —”Tplwm;cgplww ~ Sm‘.CHZ <&

Ismiclly

sphere. The sound fields are reconstructed using a ring of s where:

forty eight loudspeakers with a radius of 1 m.

In the HOA case, the microphone gains are HOA-encoded
up to order 4. The compressive sampling plane-wave analysis
is performed using a frequency-domain technique which
includes a sparsity constraint and using a basis of 360 plane
waves evenly distributed in the horizontal plane. The values
of €, and €, have been fixed to 1072 and 2, respectively. In
every case, the directions of the sound sources that define the
sound field have been randomly chosen in the horizontal
plane.

Example 1

Referring to FIG. 24, in this simulation four sound sources
at 2 kHz were used. The HOA solution is shown in FIG.
24A,; the original sound field is shown in FIG. 24B; and
the solution using the technique of the present disclosure
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T, w/mic 18 a transfer matrix between plane-waves and the
microphones,
ic 18 the set of signals recorded by the microphone array,
and
€, is a non-negative real number;
and, when using a time domain technique, analysing the
recorded sound field by convolving s, (t) with a matrix
of filters to obtain a vector of HOA-domain time signals,
bz04(1), and sampling the vector of HOA-domain time
signals over a given time frame, L, to obtain a collection
oftime samples at time instances t, to t,,to obtain aset of
HOA-domain vectors at each time instant: bg,,(t,),
bros(ts)s - - -y broy(ty) expressed as a matrix, B, by:

S

Broa=[buo4t)buos8) - - - bostn)];

and conducting plane-wave analysis of the recorded sound
field according to a set of basis Mane-waves to produce
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a set of lane-wave signals g ;,, (1), from G,,;,, which is
obtained by solving the following convex programming

problem:

minimize |Gppllz1-z2

subject t0 || ¥, Gp=Brodlros€r,

where
Y, is a matrix (truncated to a high spherical harmonic
order) whose columns are the values of the spherical
harmonic functions for the set of directions correspond-
ing to some set of analysis plane waves, and
€, is a non-negative real number;
obtaining plane-wave signals and their associated source
directions generated from the selected technique to
enable the recorded sound field to be reconstructed; and

playing back the reconstructed, recorded sound field over
one of loudspeakers and headphones.

2. The method of claim 1 which includes, when using the
frequency domain technique, conducting the plane-wave
analysis of the recorded sound field by solving the following
convex programming problem for the vector of plane-wave
amplitudes, g, .

minimise ||gplwrm||1

subject to —”Tplwm;cgplWﬂ ~ SmiC”Z <&

[Ismicll2

e (12505 = Pirn(Totusrion )bHOAH2
and to

[1pinAT piwyoa)oroall,

where:
T uimac 18 @ transfer matrix between the plane-waves and
the microphones,
. 18 the set of signals recorded by the microphone array,
and
€, is a non-negative real number,
T, izr04 18 @ transfer matrix between the plane-waves and
the HOA-domain Fourier expansion,
b0, 15 a set of HOA-domain Fourier coefficients given by
brr04=T micrzroaSmie Where T, 0,4 18 a transfer matrix
between the microphones and the HOA-domain Fourier
expansion, and

€, is a non-negative real number.

3. The method of claim 2 which includes setting €, based
on the resolution of the spatial division of a set of directions
corresponding to the set of analysis plane-waves and setting
the value of e, based on the computed sparsity of the sound
field.

4. The method of claim 1 which includes, when using the
time domain technique, obtaining an unmixing matrix, I1;,
for the L-th time frame, by calculating:

S

IL,=(1-)I1;_+aG,p, pinv(B ro4),

where
II, , refers to the unmixing matrix for the L-1 time frame
and
a is a forgetting factor such that O=a<1; and
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obtaining G, ,,_smeon USING:
Gplwfsmooth:HLBHOA'

5. The method of claim 4 which includes
applying singular value decomposition to B, , to obtain a
matrix decomposition:

Byo =USVY;

forming a matrix S,_;,..s by keeping only the first m col-
umns of S, where m is the number of rows of B, and
forming a matrix, €2, given by
Q=US, ¢ icea and

solving the following convex programming problem for a
matrix I™:

minimize [T ,z>

subject to [|Y,,

T-Ql| =€),

where €, andY,;,, are as defined above.
6. The method of claim 5 which includes obtaining G,,,,,
from I" using:

G =TVT

phy

where V7 is obtained from the matrix decomposition of B .
7. The method of claim 6 which includes obtaining an
unmixing matrix, [1,, for the L-th time frame, by calculating:

II,=(1-o)II; _+alpim(Q),

where;
1, , is an unmixing matrix for the [.-1 time frame,
a is a forgetting factor such that O=a<1; and
obtaining G, ,,_smeon USING:

Gplwfsmooth:HLBHOA'

8. The method of claim 2 which includes converting
(t) back to the HOA-domain by computing:

gplw—cs

br04nighnres =Y p-5048p-os(2)

where b0 sienres(t) 15 @ high-resolution HOA-domain rep-
resentation of g, .(t) capable of expansion to arbitrary
HOA-domain order, where Y,,;,, 04 15 an HOA direction
matrix for a plane-wave basis and the hat-operator on

Y, 1.-rr04 1ndicates it has been truncated to some HOA-order

9. A computer when programmed to perform the method of
claim 1.

10. A non-transitory computer readable medium to enable
a computer to perform the method of claim 1.

11. Equipment for performing the method of claim 1, the

equipment including

a sensing arrangement for measuring the sound field to
obtain recorded data of the sound field;

a signal processing module in communication with the
sensing arrangement, the signal processing module pro-
cessing the recorded data in the sparse domain using one
of the time domain technique and the frequency domain
technique to obtain plane-wave signals and their associ-
ated source directions generated from the selected tech-
nique to enable the recorded sound field to be recon-
structed; and

a play back mechanism in communication with the signal
processing module for playing back the reconstructed,
recorded sound field.

#* #* #* #* #*



